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Pipeine Par allelism
extracted by Affine Partitioning

Any imper fectly nested loop nests are transformed
asfollows:

all the assgnment statements are surrounded by
as many fully per mutable loops as possible

l m loops

- m-1 dimensonal pipdine parallel execution can be done
- mdimensional tiling can bedone

Refined Algorithm

1. Assumethenumber of fully permutable loops

in the transfor med loop nest
the number of the common
surrounding loops <= rank A <=
in theoriginal loop nest
doi=1N
doj=1,i-1
dok=1j-1
a(i, j) = a(i, j)-a(i, k)*a(, k)
enddo
a(i, j) = ai.j) /a(. j)
enddo
do k=1,i-1
a(i, i) = a(i, i)-ai, k)*a(i, k)
enddo
a(i, i) = syrt(agi, i)

enddo

the maximum depth of
theoriginal loop nest

mmm) 1<=rank A<=3

How to generate pipelined codein openMP

1. Interchange

do j =1, ny-2
do k=1,nz2
do i=1, nx-2

do k=1,nz-2
do j =1, ny-2
do i=1, nx-2

fully permutable

)

interchange

The Alpha Server

The Alpha Server GS160 M odel 6/73
- Alpha 21264 (731MHz) x 8
(The cc-NUM A machinein which each unit has 4 processors)
- L1-Cache (on-chip)
I-Cache 64KB
D-Cache 64K B(2-way)
L 2-Cache (direct-map, off-chip) 4MB
- Memory 4GB

The Alpha Digital Fortran Compiler
- compile options:

parallelized code -v -arch ev6 -O5 —fkapargs=" -conc -ur=1'
sequential code  -v -arch ev6 -O5 —fkapargs="-ur =1’

Structure of Medium Grain L evel Par allelizer

Source Program

]

constant propagation / induction variable recognition
scalar expansion / loop normalization / array privatization

| |

Medium Grain Level Parall€elizer (affine partitioning-based)
(Loop Level)

OpenMP Source

Pipdine Parallelism
extracted by Affine Partitioning (con’t)

Example:

ﬁi:l,N \ ﬁi:l,N \
doj=1,i-1 doj=1,i fully permutabl

do k =1,j-1 dok=1,i
afi, j) = afi, j)-a(i, k)*a, k) if G <i.and. k <j)
enddo a(i, j) = a(i, j)-a(i, k)*a(, k
a(i,j) = a(i,j)/a(,j) if (j<i.and.k=})
enddo m— ali,j) = a(i,j) /a(, j)
do k=1,i-1 if (==i.and.k<i)
a(i, i) = a(i, i)-a(i, k)*ad, k) a(i, i) = a(i, i)-adi, k)*a(i, k)
enddo if (==i.and. k==i)

a(i, i) =grt(a(, i)) a(i, i) = grt(a(i, i)
\@do / enddo

enddo
\endo %

5

Refined Algorithm (con’t)

2. Ignoretheloop bounds of common surrounding loops
tosimplify theinequality system

do iignore
do j =LB(i), UBi(i)

A(f@,j)) = ...
enddo
do k = LBk(i), UBK(i)
. = A, k)
enddo
enddo

2. Consider sequential
execution order

Iteration space
data dependence

sequential
execution order

2 3 4 5 6 7 8
Thenumber of CPUs

Affine Partitioning [Lim & Lam97]

- Thefollowings can be done at the sametime
« parallelization

« improve data locality
« reduce synchronization over head

- A lot of transformations can be done automatically

- Extract pipeline par allelism

How to extract pipeline parallelism

1. Congtruct an inequality syssem Ax >=0 from
array subscriptsand loop bounds

2. Solve Ax>= 0 in such away that rank A should be
aslar geas DOS ble (rank A = the number of fully permutable |oops)

Problem of extracting pipeline paralleism
Asthenumber of assignment statementsin aloop nest
increasesalittle, the solution space becomesvery large

It takes a large amount of memory and compiletime
to solve theinequality system directly .

The main loop of SPEC CFP2000 / applu

jacld () | doall parallelism

pipelineable
& fully permutable

3. Condder parallel
execution order

waitPrevProcessor ()
do k = myklb, mykub

enddo
signal ToNextPrq
enddo

Conclusion

- Pipeline paralldism ar eautomatically extracted from
the complicated imper fectly nested loop

- Pipelined codeisimplemented in OpenM P

- The performance of SPEC CFP2000/applu can be
2.5timesfaster than that on Alpha Server




